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ABSTRACT

In today's education system, grades are considered a measure to evaluate
they may struggle to identify which subjects align with their abilities.
Recommendation systems are currently being widely applied in various fields,
especially in e-commerce. Recently, many researchers have started to focus on the
field of education. Although there are numerous recommendation algorithms, |
will utilize the Biased Matrix Factorization (BMF) algorithm to predict students'
academic performance, helping them choose subjects that suit their abilities. The
research will focus on studying the model of the primary BMF algorithm.
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TOM TAT

Trong hé thong gido duc ngay nay, diém s dugc coi la mot thudc do dé dénh
gia nang luc hoc tap cda sinh vién. Tuy nhién, nhiéu sinh vién ¢6 thé gap khé
khan trong viéc xac dinh cdc mon hoc phi hop véi kha néng cta minh. Gac hé
thdng goi y hién dang dugc ting dung rong rai trong nhiéu linh vuc, dac biét la
thuong mai dién tUr. Gan day, nhiéu nha nghién ctu da bat dau tap trung vao linh
vuc gido duc. Mdc du ¢d nhiéu thugt toan ggi y khac nhau, nghién ciu nay sé s
dung thuat todn Biased Matrix Factorization - BMF dé du doan két qua hoc tap
clia sinh vién, tir d6 ho tro ho Iua chon mdn hoc phi hgp véi néng luc ca nhan.
Nghién ctiu sé tap trung vao viéc phan tich mo hinh cla thudt toan BMF ca ban.

Tirkhéa: Phan rd ma trdn cd thién vi, phdn rd ma trdn, hé théng goi y.
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1. INTRODUCTION

In the current educational landscape, there is growing
attention to personalized support, course counseling, and
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study path planning. This is particularly relevantin university
programs with a credit-based system, where students can
choose their courses. While this flexibility is beneficial, it can
also lead to challenges if students enroll in classes that do
not align with their abilities. This misalignment can result in
low grades, negatively impacting both their academic
performance and confidence.

Advising students on course selection and study paths
requires experienced and dedicated instructors who can
analyze and evaluate the curriculum to recommend
appropriate courses. This process demands significant
time, effort, and resources from universities. Despite the
availability of various learning management tools, most
do not offer personalized recommendation features,
leading to inefficiencies in guiding students through their
academic journeys.

Recommendation systems have been extensively
developed and utilized, particularly in e-commerce,
where they suggest products based on user preferences.
Popular recommendation algorithms include content-
based filtering, collaborative filtering, and hybrid
approaches. However, these algorithms have a common
limitation: they rely on user and item features for making
recommendations, which makes accurate predictions
difficult when those features are sparse or unavailable.
While some research has investigated predicting
academic performance, these approaches often focus on
general evaluations instead of personalized assessments
for individual students.

To address these limitations and improve the accuracy
of academic performance recommendations, a new
academic recommendation system and an innovative
recommendation algorithm are proposed. This paper
suggests employing the Biased Matrix Factorization
(BMF) algorithm to predict students' academic
performance. Based on these predictions, the system
offers tailored recommendations to help students
effectively plan their study paths.
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2. RELATED WORK

Recommendation systems have been thoroughly
researched and applied in various fields, particularly in
education. These systems are essential for personalizing
recommendations for users, including suggestions for
products, study materials, and academic courses.

Matrix Factorization (MF) is a popular technique used
in recommendation systems, known for its effectiveness
in  handling sparse datasets and improving
recommendation accuracy. Koren's seminal work in 2009
introduced the Biased Matrix Factorization (BMF)
algorithm, which enhances traditional MF by
incorporating bias parameters like user preferences and
product attributes. This innovation significantly
increased the precision of recommendation systems.
Subsequent studies, such as the one by Zhong and Shi-
Ting in 2022, have applied BMF to recommend courses
for students by analyzing their academic performance
and learning histories.

One significant advantage of BMF is its ability to
manage sparse and incomplete datasets, a common
challenge in educational settings where student data
may be irregular or fragmented. By integrating bias
parameters, the algorithm improves the predictive
accuracy of recommendation systems, especially for
students who have not completed all available courses.
As a result, BMF is particularly well-suited for educational
recommendation systems, where personalization and
accuracy are crucial.

This study builds upon previous research on BMF by
implementing the algorithm to develop a learning
outcome recommendation system for students. The
proposed system utilizes existing academic performance
data while addressing the issue of data sparsity through
the integration of bias parameters for both students and
courses. The ultimate goal is to provide accurate and
highly personalized predictions to support student
learning and academic success.

3.DATA
3.1. Data preparation

To develop any recommendation system, the
availability of high-quality data for model training is
fundamental. Consequently, data collection represents a
critical phase in the construction of such systems. The

dataset utilized in this study was obtained from Hanoi
University of Industry for the academic year 2022/2023. It
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comprises student demographicinformation, a catalog of
courses, and students' final grades in each course,
assessed on a 10-point scale. The objective is to leverage
this dataset to train arecommendation system capable of
predicting and suggesting optimal learning outcomes for
students. However, the initial dataset may include
incomplete fields, such as students who have not
enrolled in certain courses, as well as missing or invalid
data values.

3.2. Data processing

During the data preprocessing phase, the dataset is
refined by eliminating instances containing anomalous
values, as real-world data is often incomplete and
inconsistent. The collected data undergoes a rigorous
cleaning process to identify and address missing values
and resolve inconsistencies.

Given the complexity of university databases, the
dataset was transformed into a standardized format
required by the Biased Matrix Factorization (BMF)
algorithm, which involves three key components: users,
items, and ratings. The data preprocessing process was
conducted in three main steps:

- Conversion of student data into users
Student IDs were converted into integer format to
optimize memory usage.

- Conversion of course data into items
Similarly, course IDs were converted into integer format
to maintain consistency with the user representation.

- Conversion of grade data into ratings

Final course grades, measured on a 10-point scale,
were used as the evaluation metric. For students without
recorded final grades, missing values were marked with a
"?" and subsequently estimated using bias parameters,
including student bias (bs) and course bias (bj).

4. METHODOLOGY

The BMF algorithm is a technique in the group of
recommendation algorithms based on latent factor
models. BMF is an improvement of the Matrix Factorization
(MF) algorithm [1], which is a method of decomposing a
matrix X into two smaller matrices such that the original
matrix X can be reconstructed from these two matrices.
The improvement in the BMF algorithm involves
incorporating bias values into the matrix factorization
model, which allows for more accurate recommendations
by taking into account individual biases, such as user
preferences or item characteristics.
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Figure 1. The matrix factorization model decomposes the matrix X into
two matrices W and H based on latent features K
4.1. Matrix Factorization

Decomposing the matrix X into two smaller matrices
W and H such that X can be reconstructed from these two
matrices, as described in [1]:

W = XHT

Where K is the talent feature, and K << |S|; K << [l|

The training process using the BMF algorithm is
carried out according to the following formula:

Where W €R>K and H eR*

Prediction formula, as explained in [1]:

Psi= Zﬁ: 1 Wskchix = wshif

In the Matrix Factorization algorithm, we perform
training to find the two optimized parameters, W and H.
The method involves initializing two matrices with
random values based on a normal distribution, with a
standard deviation of 0.01. The error function is
calculated as follows, as mentioned in [1]:

OMF = Z(S,i,p) € ptrain eZSi

Where:

ezsi = (psi- P'si) = (psi - leg: 1 Wsichi)?

Next, we aim to minimize this error and update the

values of W and H iteratively using the Gradient method,
as described in [2]:

We repeat the process of updating the values of W and
H until the error reaches an acceptable level or the
specified number of iterations is reached.

To address overfitting, we use the regularization term,
as explained in [2]:

Wsk = Wek + B(Zesihik— 7\W5k)
h'ik = wik + B(2eswsk - Ahig)

4.2, Improve the MF technique to the Biased Matrix
Factorization algorithm

As mentioned in the introduction, due to various
factors such as differing levels of difficulty and
requirements of the course, or influences from students
such as being talented, smart, or lazy, the
recommendations can be skewed. To address this issue, |
added a bias term to the prediction model, transforming
Standard Matrix Factorization into Biased Matrix
Factorization.

To predict the ability of student s for course i, the
following formula is used:
Py = M+ bs+bi+ XK 5 ogchix

With the value p representing the global average,
which is the score of all students across all courses with
the training dataset.

_ Z(s,i,p) c Dtrain P

|Dtra1n|

The value bs represents the bias of the student (the

0 A average value of a student compared to the global
F kesi2 = —2e5hijk = —2(psi — Pg;) hik average ) P 9
S .
d R s train | o/ — _
——eg” = —2eghg = —2(psi — ;) hwk b. = 2(s,ip) € D l,S s — 1
Wik ¥ (si,p) € DT [s = s}

After obtaining the gradient values, we update the
values of wg and hy with the learning rate B, as
mentioned in [2]:

, a

Wisk = Wik - Bm esiz
= W + 2Besihik =W+ 2B(p5| - psi)hik

. . )
h'ik = Wik - B—— eg;2

[
aWik st

= hik + ZBesiwsk = hik + ZB(psi - ﬁsi)Wsk
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The value b; represents the bias of the course (the
average value of a course compared to the global average

M.
X(si’p) € D™ i = i(p — )
T G p) €DFER T = i
Since there are changes in the bias values of both the

student and the course, the error rate also changes
according to the following formula:

b;
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OBMF = Z(s,i,p) € Dtrai"(psi —p— bg — by —
SK_ s ogha)” + AUIWIE+[[HIE + b + b?)
4.3. Pseudocode
Begin Biased-Matrix Factorization (D_train, K, B, A, iter)
// Initialize the global bias u as the mean of all ratings
in D_train
u «— Sum of all scores p_si in D_train / Number of
elements in D_train
// Compute student bias
for each student s in S:
b_s[s] < Sum (p_si - ) for (s, i, p_si) €D_train where
s ==student / Number of ratings for s
// Compute item bias
foreachitemiinl:

b_i[i] < Sum (p_si - u) for (s, i, p_si) € D_train where
i == item /Number of ratings for i

// Initialize latent matrices W and H with random
values from a normal distribution N(0,0/\2)

W < Random(N(0,012))

H <« Random(N(0,0/2))

// Training loop

for iter times or until convergence:

(s, i, p_si) < Randomly select a pair (s, i, p_si) from
D_train
// Predict the rating
p_hat — u+b_s[s] + b_i[i] + Sum(W/[s][k] * H[il[k]) for
k €[0,K)
// Compute the prediction error
e_si«p_si-p_hat
// Update global bias
U—u+B*e si
// Update student and item biases
b_s[s]<—b_s[s]+ 3 *(e_si-A*b_s[s])
b_i[i] < b_i[i] + B * (e_si - A * b_i[i])
// Update latent factors W and H
for k in range(K):
Wsi[k] < WIs][k] + B * (e_si * H[i][Kk] - A * W[s][k])
HIil[k] < HIil[k] + B * (e_si * WIs][K] - A * Hil[k])
return (W, H, b_s, b_i)
End
5. RECOMMENDATION

Based on the processed dataset, which includes tables
for users, items, scores, and the W and H matrices
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decomposed from the X matrix, | proceeded to train the
model using the BMF algorithm. This was done to
optimize the W and H matrices, as well as the bias values.
The training results indicate that the model is highly
effective, as the error function (15) continues to converge
with each iteration.

Loss function over epochs

Mean Squared Error (MSE)
»H

0 200 400 600 800 1000

Epochs

Figure 2. The error function value increasingly converges

After the training process, we obtain the two matrices
W and H and the optimized bias values. | then proceed to
predict the scores of students corresponding to courses
with a score of 0. The process of predicting the score of a
student is as follows:

The prediction formula for the score of student s in
courseiis:p;=p + b + b; + wshiT

Items
1 2 3 4
il 9.5 5.6 8.5 7.8
2 10 5] 4.5 7:5
Stud
3 6.21 8 7.95 5:5
4 8.11 7.07 8 7
5) 5 6.44 7.02 4.56
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086 | 095 | 045 | 028 | -127 | 016 |
1.08 | 126 x | 141 | 224 [ 05 | 079 | |K
-017 | -1.09
H
-025 | -0.06
-045 | -0.95

w

P33=7.08+-0.05+0.09 +(-0.17 * -1.27 +-1.09*-0.56) = 7.95

Figure 3. The predicted score for student 3 in course 3
6. EVALUATION

Several methods have been implemented to evaluate
the quality (performance) of a recommendation system.
The most common method for evaluation is Root Mean
Squared Error (RMSE), which measures the difference
between actual and predicted values. The smaller the
RMSE value, the more accurate the predictions of the
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recommendation system. The formula for RMSE is as
follows:

1 A
RMSE = \/WZ(u,Ly) eptest(Yui — ¥ ui)

The RMSE value of the BMF model after training on an
initial training dataset is 0.276, while for MF it is 0.473. This
value demonstrates the superior effectiveness of the BMF
model in predicting student grades.

0.57

0.4
0.3
0.24

0.1

O_
Matrix Factorization

Biased Matrix Factorization

Figure 4. Comparison of Biased Matrix Factorization and Matrix
Factorization

7. CONCLUSION AND FUTURE WORK

This report outlines a method for predicting academic
performance and offering appropriate  course
recommendations. The proposed algorithm, called
Biased Matrix Factorization (BMF), shows superior
performance compared to other recommendation
algorithms, such as traditional Matrix Factorization.
Experimental results demonstrate that the BMF model
effectively addresses the limitations of these alternative
algorithms, confirming its effectiveness in assisting
students with course selection, improving academic
performance, and boosting their confidence. The system
not only aims to recommend courses but also helps
optimize school resources by reducing the reliance on
lecturers for advice.

In future research, | plan to address the cold-start
problem. The current system depends on student score
data and learning history. To enhance applicability for
new students or courses that lack data, future studies will
incorporate  additional recommendation  system
techniques, such as Collaborative Filtering and Content-
based Filtering. Furthermore, we will use personalized
data, including individual preferences, career goals, and
students' learning abilities, to improve the
personalization and quality of recommendations.
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THONG TIN TACGIA

Nguyén Thai Cudng', Bui Tuan Anh?, Lé Viét Anh?

"Truong Cong nghé thong tin va Truyén thong, Trudng Dai hoc Cong
nghiép Ha Néi

2Sinh vién, Trugng Cong nghé thdng tin va Truyén thong, Truong Dai hoc
(6ng nghiép Ha Ngi

3Phong Hop tac ddi ngoai, Truong Dai hoc Cong nghiép Ha Noi
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