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APPLICATION OF IMAGE PROCESSING AND RESNET-50 MODEL
IN DIAGNOSING DEFECTS IN MECHANICAL PRODUCT DETAILS
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ABSTRACT

Machine learning and computer vision play pivotal roles in detecting product defects across various industries, enhancing effectiveness, precision, and
minimizing labor expenditures. This journal utilizes image manipulation through the OpenCV, coupled with machine learning employing the ResNet-50 model,
to specifically identify surface defects and dimensions in bearings. Unlike prior research, the focus here lies on recognizing defects in mechanical parts demanding
precise machining. The ResNet-50 model showcased an impressive 98.5% accuracy in identifying faulty bearings. Notably, the recognition outcomes from this
model surpass the accuracy of other models like YOLO and SSD. This research demonstrates the effectiveness of integrating advanced image processing
techniques with machine learning models, particularly ResNet-50, in addressing the stringent requirements of identifying surface defects in mechanically critical
components. The successful application of this approach signifies its potential to revolutionize quality control processes, ensuring higher accuracy and reliability
in defect detection within industrial and manufacturing settings.
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TOM TAT

May hoc va thi giac may tinh dng vai trd then chét trong viéc phat hién cac khiém khuyét san phdm & nhiéu nganh cong nghiép khéc nhau, nang cao hiéu
qud, dd chinh xac va gidm thiéu chi phi lao dong. Tap chi nay st dung thao tac hinh anh thong qua OpenCV, két hgp véi may hoc st dung md hinh ResNet-50, dé
xac dinh cu thé cac khiém khuyét bé mét va kich thudc trong cac vong bi. Khdc véi cac nghién ctiu trude day, trong tam & day 1a nhan dién cac khiém khuyét trong
cac bd phan co khi yéu cau gia cdng chinh xac. Mo hinh ResNet-50 da thé hién do chinh xac n tugng 1a 98,5% trong viéc nhan dién cac vong bi bi 16i. Dang chi
¥, két qua nhan dién tir md hinh nay vugt qua do chinh xdc ca cdc mé hinh khac nhur YOLO va SSD. Nghién cu nay chiing minh hiéu qua clia viéc tich hop cac kj
thuat x Iy hinh anh tién tién véi cdc md hinh may hoc, dac biét la ResNet-50, trong viéc dap ting cac yéu cau nghiém ngat clia viéc xac dinh cac khiém khuyét bé
mat trong cic thanh phan co khi quan trong. Ung dung thanh cdng cla phuang phap nay cho théy tiém nang ciia né trong viéc cach mang hda quy trinh kiém
sodt chat lugng, dam bao dd chinh xdc va dd tin cdy cao hon trong viéc phat hién khiém khuyét trong méi truong cong nghiép va san xuat.

Tirkhéa: Thi gidc mdy tinh; 10i vong bi; ResNet-50; OpenCV.
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ABBREVIATION 1. INTRODUCTION
ResNet50 Residual Network 50 layers In a manufacturing line, hundreds or thousands of
OpenCV  Open Source Computer Vision Library products can be produced in an hour. However, not all
BGR Blue, Green, Red (Color space commonly products are well, and there will always be defective
used in digital imaging) products. The final inspection before the products are
YOLO You Only Look Once packaged is usually done by workers, which can be time-
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consuming and inaccurate. Nowadays, many industrial
facilities have implemented machine vision technology
to address this issue.

Currently, many applications using machine vision
technology have been developed in the agricultural
sector, such as land and aerial remote sensing for natural
areas to accurately assess agricultural resources, post-
harvest process automation, detection, classification, and
sorting, as well as product quality and safety. This is
possible because the machine vision system not only
identifies the dimensions, forms, colors, and textures of
objects but also scrutinizes and assesses the attribute
characteristics of the objects or scenes captured [7].
Image manipulation and artificial intelligence technology
is also used in the medical field, diagnosing diseases
through images [12]. In industry, machine vision is used
in machine tools for detecting mechanical product
defects, running on conveyor belts [13], or automobile
disc brake inspection systems [10]. These systems use
Cognex cameras and barcode readers to improve the
quality of recognition and reduce labor costs.

For the field of mechanical manufacturing (like
satellite factories manufacturing components for
automobiles, motorcycles, or other industrial goods
machinery that requires high precision...), or in the field
of machine fabrication, assembly in general, mechanical
details such as bearings, screws, jigs,... need to be quality
tested for many parameters, in which determining the
size and surface defects of the details is the most
common and important.

ol

Fig. 1. Conveyor belt running machine for detecting defects on the surface
mechanical products

a) Type 1: Normal

b) Type 2: Error not closing the ball cap
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¢) Type 3: Scratch/Edge defect

Fig. 2. Images of bearings and some basic defects

d) Type 4: Ball cap dent error

The subject of investigation in this paper is silver ball
bearings, as they constitute a crucial mechanical
component in numerous industrial settings. These
bearings serve to minimize friction and facilitate
rotational movement for shafts in diverse machinery and
equipment. To guarantee the caliber of ball bearings
prior to their introduction to the market, the quality
inspection procedure typically encompasses several
stages such as material assessment, abrasion testing,
lubrication examination, load assessment, durability
evaluation, and more. Among these, there is a particular
stage dedicated to inspecting the size and shape of the
ball bearings. Specifically, adherence to technical
specifications is essential, encompassing criteria such as
diameter, shape precision, and surface quality.

The specific research objectives of the paper are to
construct an image analysis solution to classify bearing
products into two types: pass and fail, specifically as follows:

e Inner diameter: Standard size 8 mm, tolerance
requirement +£0.02mm, check the top and bottom surfaces.

e Outer diameter: Standard size 24 mm, tolerance
requirement +0.02mm, check the top and bottom surfaces.

e Surface defects, the product fails
encountering one of the errors described in Fig. 2.

2. THEORETICAL FRAMEWORD

Research [6, 7] has revealed a technique for estimating
an object's size by taking the area of the smallest
surrounding rectangle, and merely calculating the object's
outermost size. Prior research used image processing to
primarily determine the size in the form of boxes, or only
measured the outer radius parameters that have not been
applied to complex mechanical objects, such as bearings.
In light of earlier research, we provide a technique for
calculating mechanical bearing radii that makes use of the
smallest circle surrounding the object, as well as
determining through the binary image points. To perform
radius measurement, the data related to the distance in the
paper need to use OpenCV, a Python library to support
measuring size, distance. In this study, we use the

when
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reference object method. This method is performed as
follows: First, we select a standard object with known size
called “Reference object”. The standard object's shape is
comparable to that of the object whose shape needs to be
measured, structure to make it easier to calculate. The
reference object used in the study is in the form of a
bearing taken from above, with a measured radius of . The
next step is to capture a photo of the point of reference at
a set heightis 18 cm, with enough light intensity. Next, use
the object separation algorithm, determine the radius of
the reference object is, deduce the actual size of 1 pixel is
24,000/769 (mm) with 769 is the pixel of reference object
(called the scale factor mm/px).

In this research, the image undergoes conversion from
BGR color space to grayscale using the cv2.cvtColor()
function with cv2.COLOR_BGR2GRAY parameter, aimed
at reducing image size and computational complexity.
Subsequently, the cv2.GaussianBlur() function is
employed to apply a Gaussian filter to the image, thereby
blurring it and eliminating noise. Furthermore, redundant
details are blurred to enhance image clarity. The Canny
filter is then applied using the cv2.Canny() function to
detect continuous edges of the object within the image.
Following edge detection, object contours are identified
using the cv2.findContours() function. Once contours are
obtained, they are filtered to isolate the largest contour,
which is then selected to determine the object's size.
From this contour, the center of the object is determined,
and its radii are calculated. Subsequently, the size of the
object in the image is computed based on the mm per
pixel ratio, denoted as the parameter P (rate). The results
are then displayed or saved to a file for future reference.
Finally, the radius of the object, measured in pixels, is
compared to the real size of the object using the
parameter P.

Surface defect detection method

ResNet-50, short for Residual Network with 50 layers,
is a deep convolutional neural network architecture
widely recognized for its remarkable performance in
image classification and feature extraction tasks. This
architecture addresses the vanishing gradient problem
by incorporating skip connections, allowing the model to
learn residual mappings instead of the actual mappings.
ResNet-50 has 48 convolutional layers, and its residual
blocks significantly contribute to the successful training
of deep neural networks.

In conventional neural networks, every layer transmits
data to the subsequent layer. However, in networks
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incorporating residual blocks, each layer not only
transmits data to the following layer but also directly to
layers approximately 2-3 layers away. ResNet uses
"shortcut" connections to skip through one or more
layers. Such a block is called a Residual Block, as shown in
the following figure.

X

F(X) Identify

F(X) +x

Relu
Fig. 3. ResNet 50

Adding Input X to the output of the layer, which is the
addition operation depicted in the illustration, will prevent
vanishing gradients because X is still added. With H(X)
representing the predicted value and F(X) the true value
(label), our goal is for H(X) to equal or approximate F(X).
The acquisition of F(X) from X is as follows: F(X) = H(X) - X.

Image processing and the ResNet-50 model can be
used for surface defect detection in mechanical product
details by following these steps:

eImage acquisition: Capture an image of the
mechanical product detail using a camera.

e Image preprocessing: Preprocess the image to
remove noise and improve image quality. This may
include steps such as resizing, grayscale conversion, and
contrast enhancement.

& Browse @ Howtosearch X De-Select v SelectAl

Fig. 4. Processed image, labeled

Feature extraction: Extract features from the image
that are relevant to surface defect detection. This can be
done using a variety of image processing techniques,
such as edge detection, texture analysis, and region
segmentation.
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e Defect classification: Use the extracted features to
classify the image as defective or non-defective. This can
be done using a variety comprises deep learning models,
random forests, and support vector machines, among
other machine learning algorithms.

e Defect localization: If the image is classified as
defective, localize the defect in the image. This can be
done using a variety of techniques, such as bounding box
regression and object segmentation.

—— Training Loss 1.04
—— Validation Loss

0.8

0.6

0.24

0.3 — Training Accuracy
—— Validation Accuracy

0.01

0 20 40 60 80 100 0 20 40 60 80 100
Epochs Epochs

Fig. 5. Training loss and accuracy graph

The result above is the outcome of running the
identification model on Google Colab. The input

parameter requires a batch_size of 32, with a
train/validation ratio of 7:3.
ResNet-50's deep architecture enables it to

automatically learn hierarchical features from raw
images. In defect detection, these features represent
distinctive patterns associated with both normal and
defective product details. The model's ability to capture
intricate details contributes to its efficacy in discerning
subtle defects that may be challenging for traditional
methods.

3. RESULTS AND DISCUSSION
Determine the size of the object:

The results accurately determine the size of the object
with an error of € = +0.02mm. This outcome
demonstrates how image processing technologies may
be used in industrial settings to improve.

Fig. 6. Results of size determination
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The measurement results also depend on the distance
from the camera to the bearing, temporarily called h,
which is summarized in the following Table 1.

Table 1. Some measurement data with different heights (unit: cm)
The height h (cm)

between the Camera and
the specimen is

R=16.002mm.

Measured outer radius in
pixels:

13 15 18 20 23

929 916 | 769 | 676 568

0.01722 | 0.01745 | 0.0208 | 0.02367 | 0.02817

Based on the provided data, the correlation between
the distance from the camera to the bearing, denoted as
h, and the scale factor mm/pixel, is derived using the
Lagrange method:

“1,4,19,5 13 ., 1883 3191

T840 420 140 210 420

where: L is the scale factor; h is the distance from the
camera to the bearing.

Scale factor mm/px:

L(x)

Surface defect detection results:

The results of the object recognition research with the
object being a bearing show that the Faster R-CNN network
model can accurately identify surface defects on bearings.
Defects such as cracks, scratches, and dimensional
deviation are all detected and classified accurately.

Table 2. Results of surface defect detection with different network
architectures

Backbones Accuracy Training cycle length
ResNet 50 98.5% 2 hours
VGG19 87% 2 hours
EfficientNet-BO 91% 2.5 hours

Fig. 7. Results of surface defecttion
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This demonstrates that ResNet50 is the most reliable
backbone for diagnosing defects in mechanical product
components.

4. CONCLUSION

In conclusion, the application of image processing
techniques in conjunction with the ResNet-50 model
presents a promising approach for diagnosing defects in
mechanical product details. However, to further enhance
the performance and accuracy of the model, it is
imperative to focus on improving the model's dataset.
Expanding and diversifying the dataset is crucial for the
success of deep learning models. Utilizing data from
various sources and contexts can help the model learn
comprehensively and adaptively, thereby improving its
ability to recognize and classify different variations and
scenarios.
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