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REAL-TIME EYE RATIO TRACKING
FOR DROWSINESS DETECTION BASED ON MACHINE VISION

AND FACIAL LANDMARKS

THEO DOI TY LE MAT THEO THOI GIAN THUC DE PHAT HIEN NGU GAT
SU DUNG CONG NGHE THI GIAC MAY DUA TREN BIEM MOC KHUON MAT
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ABSTRACT

Bai bdo dé xudt thudt todn thoi gian thuc phat hién hién tugng ngl gat dua
trén camera tiéu chudn. Cac diém mdc trén mat duoc xac dinh, dac biét 13 tai vi tri
Xung quanh viing mét cla doi tugng. Trén co s6 d6, mot ham ty Ié vé khodng
cach céc diém mdc vo hudng dugc tinh todn dai dién cho thai gian mé va nhdm
mdt theo thdi gian thuc. Ngoai ra, bai bdo ciing tién hanh khdo sdt dd tin cdy clia
gidi phap duogc sir dung trong 3 trudng hgp: cutng do anh sang thay ddi, déi
tugng st dung kinh, géc nghiéng ctia khudn mét thay ddi so véi hudng quét cia
camera. Két qua cia bai bdo ¢6 thé dugc ting dung trén céc phuong tién giao
thdng dé canh béo trang thai ngl gat cia nqudi diéu khién gidp diéu khién
phuang tién an toan han.
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TOM TAT

The article proposes a real-time algorithm to detect the drowsiness
phenomenon based on a standard camera. Face landmarks are identified,
especially around the subject's eyes. On that basis, a scale function from
extracting scalar quantities of face landmarks is calculated representing real-
time eye-opening and closing times. In addition, the article also investigated the
reliability of the solution used in three cases: changing light intensity, subject
using glasses, face tilt angle changes relative to the scanning direction of the
camera. The results of the article can be applied to vehicles to warn drivers of
falling asleep to help drive safer vehicle.

Tir khéa: Pht hién ngd gdt, diém mdc khudn mt, thoi gian thuc, thi gidc mdy.
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1. INTRODUCTION

Currently, machine vision technology is widely applied
in many fields of the 4™ industrial revolution. In which, the
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problem of face recognition and analysis is the foundation
of machine vision technology. The face recognition is
developed according to two main trends. Firstly, the
studies focus on detecting human faces in images [1-4]. The
face detector returns a rectangular bounding box
containing a face. The second research direction is to
detect and

locate almost exactly facial parts such as eyebrow
corners, mount corners, eye corners, etc. The identification
of facial landmarks has meaning for the intelligent editing
of face images. In addition, it is also used for face
recognition, gesture tracking, expression analysis. Tereza
Soukupova et al. [5] has been conducted to develop a real-
time machine vision algorithm to detect the blinking
gesture of the subject. Guarin et al. [6] described an
automated face marker according to facial changes in
individuals with facial paralysis. Krystyna Malik et al. [7]
compared closed and open eyes using the characteristic
features of the LBP histogram. In this study, we performed
sleep detection. The first step is to detect features on the
subject's face using AAMs model [8] and AOM model [9]
combined with the available annotations from Multi-PIE
Face Database [10]. Then, a mathematical function is built
on the basis of the ratio of the distances between the
landmarks around the subject's eye area. We evaluate this
ratio to determine the time threshold for eyes closed and
eyes open. From there, the subject is said to be sleepy if
their eyes are closed until a set time. These issues will be
discussed in sections 2 and 3 of the paper.

2. FACE CHARACTERISTICS

The objects in an independent AAMs model include the
shape and the appearance. Mathematically, the shape is
defined as a triangular mesh whose vertices are the
coordinates of the feature points on the face given by:

S = (X0, Y1s %o Yo Xes Y )| (M

Website: https://jst-haui.vn



P-ISSN 1859-3585 | E-ISSN 2615-9619

SCIENCE - TECHNOLOGY

where X, y; (i = 1...n)) are the coordinates of the vertices,
n is the number of vertices in the mesh and also the
corresponding fiducial points are provided for the image.

The shape of the face is transformed by a linear
combination of image transformation vectors. The shape s
expressed as a base shape s, plus a linear combination of k
eigen-shapes s;:

s=s,+®D ¢ (2)
O, =(s,.5,,...5,)

c=(c1,c2,...,ck) are the eigen-shapes and the shape

where and the coefficients

parameters, respectively.

The appearance of the indepent model AAMs is defined
within the base mesh s,. The appearance model is learned
by warping of the training images. An appearance z(x) can
be represented as a base appearance z,(x) plus a linear

combination of v appearance images @,(X):
z(x)=z,(X)+ D, (x)A (3)
where @,(x)= (z1 (x),z,(x),...,Z, (x)) , the coefficients

)\:(}\1,}\2,...,)\V) are the the appearance parameters.

Figure 1 shows the shape and appearance model with four
face states.

The values s, and s determine a warp from s, to s. The
warp denote W(x;c). Set x is a pixel in s,, when pixel in the
image I is W(x;c). The image has the intensity I(W(x;c)). The

AAMs model estimates the optimal values ¢ and A

feA} -argmin]lw(xic) - z,(x) - @, (oA @
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a) Shape model
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z;(x) z,(x)

b) Appearance model

Figure 1. The linear shape model and appearance variation of an
independent AAMs

Solving the optimal function in Eq. (4) is considered
difficult due to the existence of many local minima.
Therefore, to solve this problem, the AOM variant model is
proposed. The AOM is modeled by the correlation of the
experimental image with the learned image model. The
optimal estimates are given by:

:
{i,i\} = argmaxm
B o,

3. EXPERIMENT SYSTEM

(5)

a) Landmarks in eye-opening state

b) Landmarks in the state of eyes closed
Figure 2. Landmarks around the subject's eye position

The proposed method was used to create annotations
for facial landmark presented in Section 2. We proceed to
create a training database used from Multi-PIE [10]. The
Multi-PIE face database contains around 750,000 images of
337 subjects under 15 view points, 19 illumination
conditions and displaying 6 different facial expressions. For
every video frame in real time, the eye landmarks are
detected. The eye ratio between height and width of the
eye is given by:
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_ [P2 — B, + [0 ~ps],

W
2[p, -p.,

(6)

where p; (j = 1..6) are the 2D landmark locations. ||||2
denote the normed vector space.

We investigated eye ratio in 3 cases: (i) Change in light
intensity: from well-lit to low-light conditions; (ii) Subjects
wear glasses and do not wear glasses; (iii) Subject's posture
changes. Blink time was also studied to determine the
duration of 5 frames of the video. If an eye ratio W < 0.25
occurs, it is considered a blink. Based on real-time signals,
during the investigation period, we tried to avoid this
blinking phenomenon. Survey time is displayed in 10s (each
0.1s get a frame result): eye-opening time 5s, eye closing
time 5s. Figs. 3-5 describes eye ratio in light intensity
conditions ranging from well-lit, lack of light, low light.

03

025 4

0.2

0.15

0 10 20 30 40 50 60 70 80 90 100

— Lefteye ———Right eye

Figure 3. Ratio of eyes in well-lit conditions
From Figs. 3-5 we see that:

i) In well-lit conditions when eyes are open, the value
W is from 0.32 to 0.34 (left eye) and from 0.29 to 0.34 (right
eye). When eyes are closed, the value W drops suddenly to
a value lower than 0.25 indicating eye closure, the value
ranges from 0.17 to 0.24 (left eye) and from 0.17 to 0.23
(right eye). Due to the well-lit conditions, fluctuations in eye
ratio are low in real-time.

i) In lach of light conditions when eyes are open, the
value W is from 0.28 to 0.37 (left eye) and from 0.27 to 0.35
(right eye). With eyes closed the value W is from 0.16 to
0.23 (left eye) and from 0.16 to 0.23 (right eye). Despite lack
of light conditions, the ability to detect objects and track
the ratio is still maintained. However, the amplitude of
oscillation is larger than that of the well-lit case. It shows
that the object detection ability of the algorithm is reduced
in low light conditions.

iii) In low-light conditions, the algorithm's recognition
ability is significantly reduced, it is almost impossible to
track objects in real-time.
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Figure 4. Ratio of eyes in lack of light conditions
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Figure 5. Ratio of eyes in low-light conditions
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Figure 6. Ratio of eyes in glasses condition

When subject wears glasses, from Fig. 6 we see that the
eye ratio has an amplitude ranging from 0.26 to 0.33 (eyes
open) and from 0.1 to 0.18 (eyes closed). The ratio of eyes
convergence is reduced but not large, indicating that the
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subject wearing glasses has little influence and the
algorithm still responds well.

Program results are controlled in the Multi-PIE database.
Therefore, we continue to conduct the investigation in
different poses of the subject. Posture estimation is the
process of determining an object's position at real
coordinates based on the object's coordinates on the
camera. The author's team proceeds to set the object's
deflection angles with respect to the camera's projection
angle. The survey results are depicted in Figures 7 and 8.

Eyes open (y=10deq)

¢) Eyes open (y=20deq)

b) Eyes closed (y=10deq)

d) Eyes closed (y=20deg)

e) Eyes open (y=30deg) f) Eyes closed (y=30deg)

g) Eyes open (y=40deq)

Eyes closed (y=40deq)
Figure 7. Subject's changing poses
From Figure 7 and Figure 8, we see that:

i) In a welllit environment, the eye area has no
confounding factors but the eye ratio is measured at an
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angle of deviation from the straight line of sight, so the
oscillation graph gradually increases with the deviation
angle.

ii) The difference between the ratio of the eyes in
the left and right eyes occurs in the same frame. Without
loss of generality, when the subject turns to the right,
the left eye will be in the effective detection area, so the
distance calculation algorithm will calculate accurately,
and for the right eye, it will be farther away, so the ability
of detection and calculation will decrease with the
deviation angle.

iii) Wheny = 10deg + 20deg, the evaluation effect is still
quite good. However, when y = 30deg the oscillation is
increased significantly, the results of eye closure are not
accurate. When y = 40deg, both eye-opening and eye-
closed states are unresponsive, the algorithm reaches a
critical threshold that no longer guarantees the accuracy.
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a) Ratio of eyes when y=10deg
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b) Ratio of eyes when y=20deg
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¢) Ratio of eyes when y=30deg
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d) Ratio of eyes when y=40deg
Figure 8. Ratio of eyes when changing the subject's position
4. CONCLUSION

From the discussions in sections 2 and 3 of the paper.
This study had the following results:

i) This study has built a mathematical model from
models and database data sets to determine facial feature
landmarks.

ii) Building a function to determine eye ratio value to
monitor eye-opening behavior in real-time. Since then, the
study has investigated the sensitivity of the model under
different conditions.

iii) When the subject's eyes are closed for a specified
period of time the algorithm will issue a warning.

iv) The results of this research are expected to be able
to classify drivers who are drowsy or not in real-time by
observing the driver's eye activity. In addition, the results of
the study can be used to detect the necessary light
thresholds to ensure a stable system and can be used in
system security issues. These issues will be presented in our
next study in the near future.
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