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ABSTRACT

Early performance prediction is crucial for educators to identify struggling students. This
is especially important in a university where good students can perform badly due to multiple
external challenges. However, there are huge differences in terms of programs, policies as well
as culture between universities. These differences contribute significantly to students’
academic performance. Thus, it is important to address different universities separately to
predict students’ performance accurately. In this paper, an analysis of nearly 400 students’
records across 7 semesters of the same major in Hanoi University of Science and Technology is
presented. Because of the university privacy policy, it is impossible to obtain students
information other than their academic results. In addition, due to the modest size of the
datasets, imbalanced data is expected. Hence, we propose to use the Borderline SMOTE
algorithm to reduce the dataset’s imbalanced distribution. The data is then fed into a deep
neural network to predict students’ performance of the 4th year based on their previous years’
scores. A promising result of 77% accuracy is achieved.
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TOM TAT

Du dodn két qua s6m la rét quan trong d6i véi cac nha gido duc d€ xac dinh nhitng hoc
sinh dang gap khé khan. Diéu nay dac biét quan trong trong mt trudng dai hoc nai sinh vién
gi6i cd thé cd thanh tich kém do nhiéu thach thiic bén ngoai. Tuy nhién, c6 su khéc biét rét I6n
vé chuong trinh, chinh sach cting nhu van hda gilia cac truong dai hoc. Nhitng khac biét nay
g6p phan déng k& vao két qua hoc tap cda hoc sinh. Do d6, @€ du doan chinh xac két qua hoc
tap clia sinh vién, viéc thuc hién nghién ciu cho tiing trudng dai hoc a can thiét. Trong bai bao
nay, nhdm tac gid da phan tich ho so clia gan 400 sinh vién trong 7 hoc ky clia cling mét
chuyén nganh tai Trudng Dai hoc Bach khoa Ha Noi. Vi chinh sdch bdo mét thong tin cla nha
trudng, nhém téc gia chi nhan dugc cac thong tin vé két qua hoc tap cda sinh vién. Ngoai ra, do
kich thudc bd dit liéu con khiém tdn, su mét can bang trong dit liéu la hoan toan ¢4 thé xy ra.
Do d, ching t6i dé xuat st dung thudt todn Borderline SMOTE d€ gidm su mat can béng cla
tap dif liéu. Sau do, dit liéu dugc dua vao mét mang no-ron hoc sau dé du doan két qua hoc tap
clia hoc sinh trong ndm thit 4 dua trén diém s6 cdia cac ndm trudc do. Két qua thu vé cho thay
mang hoc sau c6 thé du bdo chinh xéc két qué hoc tap nam thit 4 dén 77%.

Tir khéa: Gido duc, hoc mdy, du bdo két qud hoc tdp, phan tich di liéu.
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1. INTRODUCTION

Almost every university nowadays is using a
database management system to store students
scores. As the data getting bigger, a question a
rise of whether this information can be used to
learn the insight about the academic
performance of both students and lecturers.
This is where educational data mining (EDM) [1]
takes place. There are different approaches in
EDM given the widely different in educational
system and culture between countries, cities
and even major within a university. However,
the ultimate goal of EDM is simple: to enhance
the educational outcome.

Among different subjects in EDM, students’
performance prediction is often considered to
be the most important one [2]. If the early
prediction of failing students can be done,
universities can provide much needed support
and help for these individuals.

To predict students’ academic performance,
three types of data are used:

Type 1: Personal information (e.g. age,
gender, hometown, etc.)

Type 2: Personal interaction with courses
(e.9. number of attempts for a homework,
number of absences, class interactions, etc.)

Type 3: Scores (midterm, final, average scores
for classes)

However, more often, both type 1 and type
2 data are not readily available due to privacy
concerns. Hence, students’ scores remain the
single most important factor to evaluate and
predict students’ progress. Another challenge
for educational performance prediction is that
every educational system is complex and
unique. Hence, to make a prediction, it often
requires a deep understanding of the system.

In this paper, a dataset of 356 students
across 7 semesters (3 and a half years) is
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described and analyzed. Since the dataset size is modest,
imbalanced data distribution is expected. We apply a
version of Borderline SMOTE algorithm to enhance data
distribution without changing the dataset characteristics.
Using a proposed deep neural network structure, we can
predict the 7th semester performance of students using
his/her previous scores with 77 percent accuracy. We also
compare multiple machine learning techniques to find out
the optimal algorithm for this EDM problem.

2. STATE OF THE ART

In EDM, various approaches are proposed such as:
Classification and Regression, Clustering, Association Rule
Mining, Discovery with Models, Outlier Detection,
Sequential Pattern Mining or Visualization Techniques, etc.
[3, 5-8]. However, the three most frequently used
techniques are: Classification and Regression, Clustering
and Association Rule Mining [9].

Classification is a supervised learning technique that
allows grouping students into known categories. This is
extremely effective in the setting of a university since
students Grade Point Average (GPA) are already divided
into several known classes. Some well-known works in this
direction are [10, 11].

Regression is often used for precise score prediction as
in [12] where authors attempt to predict intermediate and
secondary students with a RMSE of 5.34 for scores in scale
of 100.

Other works can be found [13] presented a bigdata
based recommender system. The work uses association
rules mining, which is an unsupervised method, to find the
potential relationship between student academic activities.
Big data tools such as Spark and Hadoop are used to
facilitate the system. The obtained results show the top
rules efficiency are around 95 to 98 percent with
confidence are between 0.69 to 1.0.

In general, regression methods only work with big
datasets with at least 2 types of data. This is because there
are multiple factors affecting the precise score of a student
for a course. Some of these factors are often impossible to
quantify or be recorded. This leads to a more popular
classification method which can approximately find the
correct category for each student in terms of performance.
In this paper, due to the limited size of the dataset as well
as only type 3 data is available, a classification method is
chosen.

3. METHODOLOGY
3.1. Pre-processing and analysis

The dataset is collected from 2016 to 2019 for 429
students of the same major from a university in Vietnam.
However, only 356 students have more than 7 semesters.
Hence, to predict the 7th semester performance, we filtered
out all students who has less than 7 semesters of
information.
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The datasets have 22625 records, each is records
represents a student’s score for one class. The column
information is shown as in Table 1.

Table 1. Column description of the raw dataset

Name Type Description
StudentID Int Encoded value for students’ id (from 1 - 430)
Semester Int The semester from 2016 to 2019
CourselD Int Course identification number
CourseName String Name of the course
Credit Int Number of credits
(lassID Int (lass identification number for the class
Midterm Float Student’s midterm score
Final Float Student’s final score
LetterScore String Letter score of the student

The letter score is converted from scale of 10 score as in
Table 2.

Table 2. Letter score to numerical score conversion

Letter Value Letter Value
A+ 9.5-10 C 55-64
A 8.5-9.4 D+ 50-54
B+ 8.0-8.4 D 40-4.9
B 7.0-7.9 F 0.0-39
(+ 6.5-6.9

We also perform 4 steps of data pre-processing:

Step1: calculate the average score based on the
midterm and the final score using (1) (provided by the
university)

Final_avg = Midterm*0.3 + Final*0.7 (m

Since the range for each letter score vary, taking only
the letter score as the average score for a student in class
would cause loss of information. Thus, taking the final
average score can potentially improve the prediction
outcome.

Step 2: For the same academic year, if a student takes
the same class more than once, the maximum final average
score will be selected. This process eliminates the data
duplication that happens when students retake courses.
After step 2, every student will only have one final average
score for a particular class.

Step 3: Calculate the academic year’s final average score
using both the course final average score and the number
of credits assigned for each course. The calculation is done
as in (2). Since each course has a different number of
credits, considering the number of credits will act as a
standardization method for the academic year average
score.

Y.(course_credit*final_avg) (2)
Y credits

Step 4: from the initial raw dataset, create a new dataset

for all 356 students. The new dataset has 356 rows with

avrScore =
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each row corresponding to a student record and 9 columns
described in Table 3. Since the major of all students in this
dataset is in natural science, only major courses and other
natural science courses (i.e. Math, Programming, Physics,
etc.) will be considered. Other supplementary courses and
non-credit courses will be discarded. The pre-processed
dataset is described in Table 3.

Table 3. Columns description for the pre-processed dataset

Name Type Description
EE1 Float First year major courses average score
EE2 Float Second year major courses average score
EE3 Float Thrid year major courses average score
EE4 Float Fourth year major courses average score
Mi Float Math courses average score
IT Float Programming courses average score
PH Float Physics courses average score
ME Float Mechanical engineering average score

Step 5: Convert EE4 average score into categorical data

for classification problem using the following rules (3):

0 score € [0,5)

1 score € [5,6)

2 score € [6,7) 3)
3 score € [7,8.5)

4  score € [8.5,10)

After this step, we form a classification problem: given a
set of average score EE1, EE2, EE3, MI, IT, PH, ME, the
student performance in the 4th year (represented by EE4)
will be predicted.

at_score =

3.2. Data distribution analysis

One problem usually found in EDM is the imbalanced
distribution of data. This happens because more students
have average scores than the two extreme ends (low or
high score). The distribution is expected to closely follow
Gaussian distribution if the number of students is large
enough. However, since our goal is to predict if a student is
going to perform badly (i.e., receive low scores), this creates
a problem for any classification algorithm.

200 +
175 1
150 1
125 14

100 1
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5
o 0 1 2 3 B

Figure 1. Original classes distribution for EE4 in the pre-processed dataset
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For the pre-processed dataset, the distribution of EE4
classes is presented in Fig. 1. This figure shows a huge
difference between the number of the low score classes
(class 0, 1), the middle score classes (class 2, 3) and high
score classes (class 4).

To reduce the impact of classes misbalancing, we
propose to use Borderline SMOTE oversampling algorithm
[14] to introduce more data for both end classes. Since the
algorithm only introduces data for edge of each class, it is
expected to keep the characteristic of the entire dataset
remain the same. After sampling, 995 rows of record are
received with each class (0 - 4) having equally 199 records.
The new classes distribution is shown in Fig. 2.
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Figure 2. Oversampling dataset distribution
3.3. Deep Neural Network

With 995 records, each has 7 features and 5 different
classes to predict, numerous machine learning techniques
will be studied and compared. To facilitate the process of
training and validation, we split the dataset into 80% for
training and 20% for test. Within the training dataset, we
also use 10% for model validation.

Among different machine learning techniques, the best
method is a 7 layers deep neural network. The network
structure will be presented as follows:

- The input layer: a 7 nodes input layer for 7 average
score features respectively: EE1, EE2, EE3, M|, IT, PH, ME

- Each of the 5 hidden layers each has 32, 64, 32, 16, 8
nodes respectively with the chosen activation function to
be RelLU.

- The output layer: 5 nodes corresponding to 5 classes
for EE4 using softmax activation function.

- The Root mean square propagation (RMSprop) is used
to propagate error with categorical cross entropy loss
function. Batch size is set to 15 with 200 epochs for training.

- The details for model parameters selection are
presented in the next section.

3.4. Parameters Selection

To find the optimal parameters, set for this deep neural
network, various experiments are performed. Firstly, a
different number of epochs are tested. The result is shown

Vol. 58 - No. 6A (Nov 2022) e Journal of SCIENCE & TECHNOLOGY | 39



SCIENCE - TECHNOLOGY

P-ISSN 1859-3585 | E-ISSN 2615-9619

in Table 4. With different numbers of epochs, after 200
epochs, the model accuracy and loss are at the optimal
point of 0.69 loss and 0.76 accuracy.

In addition, different optimizers are also surveyed at 200
epochs. The result is shown in Table 5. there are 4
optimizers tested: Adaptive moment (Adam), Root mean
squared propagation (RMSProp), Adadelta, stochastic
gradient descent (SGD). The RMSProp achieved the best
accuracy with the lowest loss of 0.76 and 0.69 respectively.

difficult to have a direct comparison between proposed
solutions. Given that problem, we will try to compare
different machine learning techniques with the proposed
deep neural network model. Popular techniques in EMD
such as K-Nearest Neighbors (KNN), Support Vector
Machine (SVM), Random Forest (RF), Decision Tree (DT), and
Naive Bayesian (NB) are studied. The configuration for each
technique is shown in Table 6.

Table 6. Model Configuration

Table 4. Training result with different number of epochs Model Configuration
Number of Epochs Test Loss Test Accuracy (%) KNN n_neighbors =5
50 0.8716 67.12 SVM kernel ="linear', (=1, probability = True
100 0.8378 67.12 RF n_estimators = 20, max_depth =5
200 0.6925 76.71 Ul max_depth =5
500 15327 76.03 NB Default
Table 5. Model accuracy using different optimizers 'Wlt'h the above configurations, we perform training and
validation on the same dataset. The accuracy of each model
Optimizer Test Loss Test Accuracy (%) Optimizer is shown in Fig. 4.
Adam 0.8583 69.18 Adam ‘o Classification models' Accuracy
RMSProp 0.6925 76.71 RMSProp
Adadelta 1.7323 24.66 Adadelta mia
S6D 0.8579 69.86 S6D _ .07 |
4. RESULTS AND DISCUSSION Nggear” o
4.1. Deep Neural Network Result
Accuracy and Loss
16 1 —— training loss
validation loss
14 1 —— accuracy
—— validation accuracy KNN s  RF DT N8 ANN
. 12 1 Models
§ 10 4 Figure 4. Classification models accuracy
.E Given the results showed above, KNN, RF and the
g 08 proposed deep neural network (ANN) has a similar accuracy
06 of 0.75+0.03. The accuracy of SVM and NB is relatively low.
To further investigate the accuracy of models, we
04 proceed to calculate losses based on log loss function in (4).

0 2 50 75 100 125 150 175 200
Epoch

Figure 3. Model accuracy and losses after 200 epochs

The training process is carried out with 200 epochs.
Results of training is shown in Fig. 3. The best accuracy on
training set is achieved at 200 epochs at 85% while it
reaches 74% and 76% of accuracy on validation and test set
respectively.

Since the dataset is quite small, a k-fold validation is
performed with k = 10. The accuracy of the model stays at
75% (£ 4%) with categorical cross-entropy loss around 0.78.
This demonstrates the reliability of the proposed model.
4.2. Model comparison

In EDM, each dataset carries different characteristics and
represents different academic systems. Thus, it is quite
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Liog(y.p) = —(ylog(p) + (1 —y) log(1 —p)) 4)
With y is the true class, p is predicted class.
The log loss for each model is presented in the Fig. 5.

2 Classification models' Loss
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Figure 5. Models Log Loss comparision
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It can be observed that although KNN achieves a high
accuracy, the loss is much higher than other models. This
can lead to a sharp decrease in accuracy when new data is
introduced. Other

5. CONCLUSION
In this paper, a deep neural network model is proposed
to predict students’ performance. From the initial

imbalanced dataset of 356 students (exclude ones with
incomplete or incorrect data, etc.), we porposed to use
Borderline SMOTE over-sampling method to enhance the
distribution of classes. We also make an assumption that
the student performance will mostly depend on major
courses as well as natural science courses (i.e. Math,
Information Technology, Physic, Mechanical Engineering,
et.).

Having a evenly distributed dataset of 995 records, a
deep neural network of 7 layers is designed to predict the
students performance in the 7th semester (4th year). the
result is promising with accuracy of 77%. This enables the
university anticipate early sign of warning students.

We also compare the proposed ANN with different
machine learning techniques such as KNN, SVM, RF, etc. to
find the optimal one. Although KNN achieves the best
accuracy among all models, its loss is way too high thus it is
expected to perform badly with new data. Hence, proposed
ANN remains the best model for the particular dataset.

In the future, with a bigger dataset with potentially data
of type 1 and type 2, it is expected the prediction accuracy
will be increased.
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THONG TIN TAC GIA

Nguyén Dinh Van', Nguyén Viét Tung', Ha Van Phuong?
"Trudng Dién - Dién td, Trudng Dai hoc Bach khoa Ha Noi
2Khoa Pién, Trutng Pai hoc Cdng nghiép Ha Noi
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